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ABSTRACT: Polymer foams are used extensively in a
variety of applications. A firm understanding of bubble
nucleation is vital to predict foam properties based on
process conditions. However, a number of theoretical and
experimental challenges have thus far limited progress in
this area. We propose the use of a scaling theory to connect
nucleation behavior to well understood bulk phase behavior
of polystyrene-CO2 systems, which can be predicted by
equations of state, such as the Sanchez–Lacombe equation
of state. Scaling theory of nucleation asserts that when the
reversible work of critical nucleus formation is properly
normalized and plotted against the normalized degree of
supersaturation, the resulting scaling curve is insensitive
to temperature and the materials being used. Once the form
of the scaling function is known, it can be used to predict

the nucleation barrier knowing only the initial foaming
conditions and calculating only bulk thermodynamic
values. Using an extension of diffuse interface theory, we
determined the slope of the scaling curve near saturation.
This initial slope allows us to constrain the scaling function
for better predictions of the reversible work. We also
performed a series of experiments to help verify the accu-
racy of the scaling theory. The scaled free energy barriers
determined from our experiments are consistent with the
scaling function so constructed, and our theoretical results
qualitatively agree with those found previously. VC 2012 Wiley
Periodicals, Inc. J Appl Polym Sci 125: 2170–2186, 2012
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INTRODUCTION

Plastic foams are widely used in applications such as
insulation, cushioning, shock- and sound-absorbents,
packaging, and even scaffolds for cell attachment and
growth.1–4 A wide variety of polymers are used for
foaming, including polyurethane (PU), polyisocyanu-
rate, polystyrene (PS), polyolefin, poly(vinyl chloride)
(PVC), and epoxies. According to the most recent US
Economic Census, in 2007 the value of primary prod-
uct shipments of PS foams was more than $6.5 billion,
accounting for roughly 40% of the total foams
industry.5 As one of the most versatile thermoplastic
resins available for the production of low-cost plastic
foams, PS is used in this study.

As chlorofluorocarbons (CFCs) and hydrochloro-
fluorocarbons (HCFCs) are being phased out accord-
ing to the Montreal Protocol,6 CO2 has emerged as
one of the most promising alternatives because it is
environmentally safe, nontoxic, nonflammable, and

inexpensive. Extensive research7–12 has been carried
out in polymer foaming with CO2 in recent years.
CO2 is being explored for products ranging from
low-density insulation (<0.04 g/cm3) to high-density
structural foams (� 0.7 g/cm3). However, CO2 has
its drawbacks, such as low solubility and high diffu-
sivity in comparison with other blowing agents.
Therefore, CO2 sometimes leads to foams with
higher density and/or poor surface quality, and
almost always requires higher operating pressures
than other agents. Currently, nanoparticles are being
studied as additives to overcome these problems.13–15

Another approach is to use polymer blends.16–20

The changes in foam quality and properties result-
ing from the use of alternative blowing agents requires
modification of existing foaming processes and proto-
cols, particularly with regard to operating conditions.
However, the underlying nucleation phenomenon is
not well understood and thus a rational approach to
this transition based on a fundamental consideration is
not possible. In light of the extensive retooling of
industrial processes necessary to accommodate the
use of CO2 and other more environmentally benign
blowing agents, a fundamental understanding of
nucleation phenomena is crucial.
The most widely used method of producing foams

by a physical blowing agent involves saturating the
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polymer phase with blowing agent and triggering
bubble nucleation and growth by a sudden pressure
drop. In general, the foaming process comprises
three fundamental steps: bubble nucleation, bubble
growth, and bubble stabilization.21 During bubble
nucleation, an embryo of the new gas phase forms
in a metastable melt phase, requiring an activation
energy barrier to be surmounted.

Bubble nucleation plays a key role in the foaming
process. However, bubble nucleation is a complex
process that is challenging for both experimental
and theoretical studies. Therefore, a coherent theo-
retical approach, supplemented by data from careful
experiments, is needed. In this study, we have
explored the use of a scaling approach to predict
nucleation behavior from phase diagrams and bulk
thermodynamic quantities. This scaling approach
utilizes the classical nucleation theory (CNT) as a ba-
sis for obtaining scaled values. We have then used
results from experiments to attempt to validate the
theoretical predictions.

THEORETICAL BACKGROUND

Although a variety of theoretical models22 have been
proposed during the past few decades, CNT is still
regarded as the most successful approach for quanti-
tative prediction of nucleation phenomena.23 It has
also been used24–32 widely to describe bubble nucle-
ation in the polymer foaming process, though it is
known to seriously under predict the bubble nuclea-
tion events in polymer processing.29

In CNT, the steady state nucleation rate, defined
as the number of critical nuclei formed per unit time
in a unit volume of the parent phase, is given by33,34

Jss ¼ J0e
�W=kBT; (1)

where W is the reversible work of critical nucleus
formation, kB is the Boltzmann factor, and T is the
absolute temperature. J0 follows from a kinetic con-
sideration of the bubble formation process, and is
given by35

J0 ¼ N
2c
pmB

� �1=2

; (2)

where the prefactor N is the number density of the
blowing agent molecule in polymer–blowing agent
solutions,27,29 m is the mass of the gas molecule, and
c is the interfacial tension between the metastable
parent phase and the nucleating phase. B is a dimen-
sionless factor that varies in value between 2/3 and
1, depending primarily upon the viscosity of the
material. Since fairly long relaxation times are
expected in a polymer, B is considered to have a
value of 1 for this study.35

Since W appears in the exponent of eq. (1), it has
a larger impact on the value of the nucleation rate
and its accurate calculation is considered more
essential than that of J0. Gibbs derived the exact
expression for W36:

W ¼ 16pc3

3ðDPÞ2 ; (3)

where DP ¼ Pb � Pa, wherein Pa is the pressure of
the metastable phase (a) and Pb is the pressure of
the nucleating phase (b) if it existed in bulk at the
same temperature and chemical potential as the met-
astable phase a.36,37 We note that Pb is computed
from the uniformity of temperature and chemical
potentials using the equation of state of bulk gas
phase, i.e., without considering the effect of the
interface. To stress this, bulk b phase is often
referred to as the reference or the hypothetical bulk
phase.38 Accordingly, we refer to Pb as the hypothet-
ical vapor pressure.
Direct application of eq. (3) is very difficult, if not

impossible, because the value of c depends on the
size of the critical nucleus and is experimentally
inaccessible. Accordingly, CNT introduces an
approximation by replacing c with the macroscopic
interfacial tension of the flat interface, c1, which is
experimentally accessible:

Wcl ¼ 16pc31
3ðDPÞ2 : (4)

The calculation of the reversible work of nucleation
using this expression will bring significant error. In
fact, thermodynamic considerations demand that
both W and c vanish at the spinodal,39 while Wcl does
not. The scaling theory discussed below may provide
a connection between W and Wcl that will lead to a
better prediction of W through calculation of Wcl. It
should be noted also that the measurement of macro-
scopic interfacial tension, c1, is still difficult for poly-
mer–gas systems because of the high viscosity and
rheological characteristics of polymers.40

To overcome the shortcomings of classical theory,
many researchers have made efforts to understand
nucleation at a molecular level by using computer sim-
ulation41 and statistical mechanical density functional
theory (DFT),42 for example. However, their ability to
make quantitative predictions is still very limited.
Accordingly, many researchers have also pursued
more phenomenological approaches. For instance,
Gránásy43,44 proposed the diffuse interface theory
(DIT) for vapor condensation and crystal nucleation.
Recently, it was extended to bubble nucleation.45

McGraw and Laaksonen46 made important pro-
gress by proposing the scaling hypothesis, which
states that the difference between Wcl and W is only
a function of temperature. When combined with the
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boundary conditions W=Wcl ¼ 1 at saturation and
W=Wcl ¼ 0 at the spinodal, the hypothesis leads to47:

W
�
Wcl ¼ 1� n2; (5)

where n is some normalized degree of supersaturation.
From eqs. (3) and (4), the scaled free energy bar-

rier is defined as:

/ nð Þ ¼ W

Wcl
¼ c

c1

� �3

: (6)

Two thermodynamic boundary conditions should
hold. As previously discussed, W should vanish at
the spinodal, and hence / ¼ 0 at n ¼ 1. Also, / ¼ 1
when n ¼ 0 since c ¼ c1 at saturation (n ¼ 0).

In contrast to eq. (5), the slope of W=Wcl at n ¼ 0
is nonzero in general. Thus, an alternative scaling
function with nonzero initial slope (slope at n ¼ 0) is
expected to provide a better prediction of W=Wcl.
We calculated this slope using an extension of DIT,
which we develop here for a binary system. The
major advantage of this approach rests on the fact
that DIT only uses bulk thermodynamic quantities
and does not require more involved molecular level
theories.

EXPERIMENTAL BACKGROUND

The accurate measurement of nucleation is still a sig-
nificant challenge. A variety of devices and methods
have been developed to investigate homogeneous
gas-to-liquid nucleation and a number of chemical
compounds have been studied (see Iland et al.48 for
an overview of different methods and their measure-
ment ranges). In contrast, literature for the measure-
ment of bubble nucleation is rare. In one of the
few experimental measurements of homogeneous
bubble nucleation rate, Strey and coworkers49 have
extended the nucleation-pulse method to measure
the nucleation rate as a function of supersaturation
in gas-saturated liquids at constant temperature.

Han and Han28,29 studied bubble nucleation in
concentrated polymeric solutions (40, 50, and 60 wt %
PS in the blowing agent toluene with two initial
pressures, 400 and 600 psi) using laser light scatter-
ing (i.e., CAMS). A great deal of bubble nucleation
and growth information was obtained in their study,
including the critical bubble size and the total num-
ber of bubbles nucleated. However, this method is
difficult to extend to foaming systems where the
blowing agent only has a small solubility in the
polymer matrix, such as CO2 in PS.

A large number of publications present intriguing
conclusions about foaming behavior. They usually
assume each nucleation site produces a bubble, no

bubble coalescence occurs, and every bubble that has
nucleated grows to a detectable size. The number of
bubbles in a two-dimensional cross-section of the
sample can be counted, from which one can extrapo-
late bubble nucleation rate. Colton and Suh24 were
among the earliest to study nucleation by this
method. Recently, several researchers obtained bub-
ble nucleation and growth rate data in the polymer
foaming process using the same method. Taki
et al.50,51 conducted in situ visual observations for
batch foaming processes of polypropylene (PP) and
PP-clay nanocomposites with CO2 to understand bub-
ble nucleation and growth in the early stages. They
developed a high-pressure autoclave that has two
sapphire windows in the walls. A high-speed digital
camera with a microscope was used to observe the
behavior. Guo et al.52 used a similar experimental
setup but a much higher speed camera to study
microcellular foaming with a higher pressure drop
and a maximum achievable pressure drop rate of 2.5
GPa/s. However, in these studies, the sample touched
the sapphire windows, possibly inducing heterogene-
ous nucleation. Nevertheless, these data are the only
available data on bubble nucleation rates in PS-CO2

systems and will be used below for comparison.

THEORETICAL METHOD

In constructing the scaling function, both the binodal
(on which n ¼ 0) and the spinodal (on which n ¼ 1)
curves need to be known. Experimental data for spi-
nodal curves for polymer–diluent systems are very
scarce. Kiran53 and his coworkers used time- and
angle-resolved light scattering techniques to map
out the binodal and spinodal envelopes of some sys-
tems, such as PDMS-CO2. However, for those sys-
tems in which the gas has a low affinity with the
polymer, such as PS-CO2, the data are nonexistent.
Therefore, we use equations of state (EOS) to pre-

dict the phase boundaries, which is a common prac-
tice. At a given temperature, the binodal curve is
determined by finding the composition that upholds
the equality of the chemical potential of CO2 in both
phases for various values of pressure. The spinodal
curve defines the limit of metastability of a homoge-
neous phase,54 and is determined by a locus of
points where the second composition derivative of
the free energy vanishes. In our study, we were
especially interested in the region where the mass
fraction of polymer is much larger than that of the
foaming agent, CO2.
The Sanchez–Lacombe (S–L) EOS55–59 was used to

determine the phase diagram and to predict other
thermodynamic quantities. The S–L EOS is widely
used in phase equilibria calculation in polymer–sol-
vent systems.60–63 It has also been used to predict
thermodynamic quantities, such as entropy.59
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With known initial and final pressures, such as
from the pressure drop of a nucleation experiment
at a certain temperature, DP can be calculated by the
S–L EOS. The final pressure corresponds to Pa. Pb is
then identified as the pressure at which the hypo-
thetical vapor phase has the same chemical potential
of CO2 as that in the mixture at Pa. Similarly, we
can calculate DPs, which is the value of DP calcu-
lated at the spinodal. The normalized degree of
supersaturation, n, may then be defined as the ratio
of these two quantities, n ¼ DP=DPs. If these calcula-
tions are done for a series of values of n at which
experiments have been performed and if the corre-
sponding scaled free energy barrier, /ðnÞ ¼ W=Wcl,
is known for these experiments, a scaling curve can
be constructed.

Alternatively, if the initial slope of /(n), i.e.
ðo/=onÞn¼0, can be estimated, we may be able to pre-
dict a reasonably accurate scaling function without
relying heavily on experiments. We use DIT for this
purpose.

The extension of DIT to multi-component systems
is fairly straightforward. The derivation closely
follows that of Ref. 45 and intermediate details are
available in Appendix A. In this article, we restrict
our attention to the case of bubble nucleation. Begin-
ning from an equation equivalent to eq. (24) of this
reference, we note that the reversible work to form
a critical nucleus in a metastable liquid phase of
volume vð�rÞ at fixed temperature T and chemical
potentials li may be written as:

W ¼
Z
v

xð�rÞ � xl
� �

d�r; (7)

where x is the grand potential per unit volume. For
an inhomogeneous system,

xð�rÞ ¼ qð�rÞ uNð�rÞ � TsNð�rÞ �
X
i

lixið�rÞ
" #

; (8)

where q is the total number density of molecules, uN
is the internal energy per molecule, sN is the entropy
per molecule, li is the chemical potential of each
component, and xi is the mole fraction of each com-
ponent. In the homogeneous liquid phase, this equa-
tion becomes:

xl ¼ ql ulN � TslN �
X
i

lix
l
i

" #
¼ �Pl: (9)

From eqs. (8) and (9), we obtain:

xð�rÞ � xl ¼ Dvð�rÞ � TDsð�rÞ; (10)

where

Dvð�rÞ :¼ qð�rÞ
(
uNð�rÞ � ulN �

X
i

li xið�rÞ � xli
� �

þ Pl 1

qð�rÞ �
1

ql

� �)

Dsð�rÞ :¼ qð�rÞ sNð�rÞ � slN
� 	

:

In this formulation, Dv and Ds are the enthalpy
and entropy distributions per volume, respectively,
in the system. Applying eq. (10) to the homogeneous
hypothetical pure vapor phase having the same tem-
perature and chemical potential (of the pure species)
as the liquid phase, we get:

xv � xl ¼ Dvv � TDsv ¼ �DPv (11)

where

Dvv :¼ qv uvN � ulN �
X
i

li x
v
i � xli


 �þ Pl 1

qv
� 1

ql

� �" #

Dsv :¼ qv svN � slN

 �

:

DPv :¼ Pv � Pl ¼ �DPl: ð12Þ

It can then be shown that:

Dvv ¼ TDsv � DPv: (13)

Note that Dv, Ds, and DP for the homogeneous liq-
uid are defined by eq. (12) with the superscripts l
and v exchanged.
Applying eq. (7) to a spherical interface, we find:

W ¼ 4p
Z þ1

0

xð�rÞ � xl
� �

r2dr: (14)

In DIT, we express W in reference to two dividing
surfaces. Associated with each dividing surface is the
surface excess quantity, which is defined as the differ-
ence in the extensive quantity (per unit area of the
dividing surface) between the real system and the refer-
ence system composed entirely of two bulk phases
without any interface (indicated by a sharp vertical tran-
sition).64 Let Rs and Rv denote the radii of the dividing
surfaces for which the surface excess of Ds and Dv van-
ish, respectively, and define dG :¼ Rs � Rv, the Gránásy
length. Ref. 43 provides a helpful diagram of these defi-
nitions (see Figure 1 of Ref. 43). Then eq. (14) becomes:

W ¼ � 4p
3

Dvl Rs � dGð Þ3�TDslR3
s

h i
: (15)

If we ignore the possible dependence of dG on Rs

(by assuming a sufficiently large bubble) and take
the derivative of W with respect to Rs, we get:
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oW
oRs

¼ 4pDP Rs � dGfð Þ2 þ d2Gf 1� fð Þ
h i

; (16)

where

f :¼ �Dvl

DPl
¼ 1� T

Dsl

DPl
:

The radius R�
s of the critical nucleus is determined

by solving

oW
oRs

����
Rs¼R�

s

¼ 0:

Although Dvl < 0 and Dvl > 0 are both possible,
the DIT framework demands that Dvl < 0, as
explained in Appendix A. For this case, f < 0 and
we find that the local maximum of W (for which
Rs ¼ R�

s , where R�
s is the critical radius) is given by:

R�
s ¼ dGfþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2Gf f� 1ð Þ

q
¼ f dG � jdGjqð Þ; (17)

where q :¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1=f

q
: (18)

Since q > 1, R�
s > 0 is true irrespective of the sign

of dG. However, as Appendix A notes, dG must
always be negative for bubble nucleation. So,

R�
s ¼ fdG 1þ qð Þ (19)

and eq. (15) becomes:

W� ¼ � 4p
3

Dvl fdG 1þ qð Þ � dG½ �3�TDsl fdG 1þ qð Þ½ �3
n o

:

(20)

Thus,

W� ¼ � 4p
3
d3GDP

lwG; (21)

where we defined

wG :¼ f f� 1ð Þ 2 1þ qð Þf� 1½ �: (22)

Using eq. (13) of Ref. 45, eq. (4) can be rewritten as:

Wcl ¼ 16pc31
3 DPlð Þ2

¼ 16pd3G0L
3
0

3 DPlð Þ2
; (23)

for vapor condensation, where L0 : �TDsl0 ¼ �Dvl0
> 0 and the subscript 0 indicates a quantity at phase
coexistence. In vapor condensation it has been
shown that dG and dG0, the Gránásy length for the
flat interface, are both positive.44,45,65 This means
that Dv penetrates the liquid deeper than Ds and
thus Rs > Rv > 0. We expect that Dv will still
penetrate the liquid deeper in bubble nucleation.

However, the liquid and vapor phases are now
reversed, so Rv > Rs > 0. This means that dG and
the dG0 used in eq. (23) have opposite sign.
Using the approximation introduced by Gránásy65

regarding the magnitude of dG, we conclude that
dG � � dG0. Combining eqs. (21) and (23) and using
this approximation, we finally obtain:

/ ¼ W

Wcl
¼ 1

4

DPl

L0

� �3

wG: (24)

The DIT prediction quickly becomes inaccurate as
the system moves away from saturation, but it
should remain sufficiently accurate near saturation
to allow for an accurate calculation of the initial
slope.45 Beginning from eq. (24) it can be shown that
the derivative of / with respect to n results in:

o/
on

� �
n¼0

¼ 3DPl
s

2L0
1� 2T

oDsl

oDPl

� �� �
: (25)

Further details on this derivation can be found in
Appendix B. To apply this equation, the inner deriv-
ative must be evaluated numerically; for example, as
a finite difference:

oDsl

oDPl

� �
¼ Dsl0 � Dsl

0� DPl

¼
ql0 slN;0 � svN;0

� �
� ql slN;a � svN;b

� �
�DPl

; (26)

where ql0 and ql are molecular number densities and
sN indicates entropy per molecule. Since this analysis
inherently involves small changes from saturation, it
can be assumed that ql0 � ql. Given temperature and a
saturation pressure, the initial slope can now be deter-
mined for a certain mass fraction, using only bulk
thermodynamic quantities, including the entropy.
In the S–L EOS, the entropy is given by59,66:

� S

kBrN
¼ t

��1
� �

ln 1� q
�� �

þ ln q
�

r
þ
X/i

ri
ln

/i

ri

� �
þ

1þ ln 2=zð Þ � 1

r
þ
X /i

ri

� �
ri � 2ð Þ ln 1� fið Þ � fi

Dei
kBT

� � ;
(27)

where z and Dei are the coordination number and
the increase in intramolecular energy accounting for
bond flexing, respectively, and fi is a function of z
and Dei. Generally, z is chosen (a value of 10 is a
typical choice) and then De2 is found for the polymer
(De1 corresponds to CO2 and is taken to be zero).
The value of De2 that satisfies the Gibbs–Di Marzio
criterion, i.e., that the entropy of the pure polymer
be zero at the normal glass transition tempera-
ture,59,67 is typically chosen. We found, however,

2174 GUO ET AL.

Journal of Applied Polymer Science DOI 10.1002/app



that if this criterion is followed, the entropy of the
polymer mixture can be negative for certain temper-
atures and pressures, which is unphysical. To avoid
this, we determined a range of De2 values for which
the liquid entropy was positive and less than the
vapor entropy at a specific temperature. We then
chose the value of De2 that resulted in the scaling
function in best agreement with the experimentally
determined scaling curve. For this system, that value
was De2 ¼ 9675 J mol�1.

EXPERIMENTAL METHOD

The PS (CX5197; Mw ¼ 187,000, Mn ¼ 86,000) was
from Total Petrochemicals (formerly Atofina). The
foaming agent, CO2 (>99.9%), was provided by
Praxair and used without further purification. PS
plates were made by compression molding (170�C)
and cut into samples with dimensions of 7 mm �
20 mm � 0.6 mm. This thickness was chosen
because if the sample was too thick (e.g., >1 mm), it
became difficult to count the number of bubbles by
analyzing the images because there were bubbles
behind the bubbles being counted in the viewing
direction. On the other hand, if the sample was too
thin (e.g., <0.4 mm), the sample warped under the
experimental conditions, resulting in the sample
moving out of the focal plane of the camera.

The experimental setup, based on a custom high-
pressure (up to 34 MPa), high temperature (up to
250�C) variable-volume view cell (Thar Technolo-
gies),68 was modified for observation of the foaming
process. In this study, the volume of the cell was
fixed to allow for a controlled pressure release rate.
The pressure inside the cell was controlled by a
syringe pump (ISCO 500D), which operated in a
constant pressure mode. The temperature inside the
cell was controlled by cartridge heaters and a tem-
perature controller to an accuracy of 60.5�C. A CCD

camera with an adjustable lens was used to capture
the video. The magnification was 180�. A Fiber-Lite
model 181-1 gooseneck illumination system (Fisher
Scientific) provided uniform back-lighting.
The sample was placed vertically in the sample

holder and perpendicular to the view direction. The
vessel was closed, and then pressurized with CO2 to
a desired pressure and temperature. The sample was
allowed to equilibrate for 24 h. The pressure was
then released quickly to atmospheric pressure. The
entire process was monitored by the CCD camera.
To avoid the effect of the metal sample holder on
the sample, only the center part of the sample was
in focus and recorded. The sample was then taken
out for optical observation or SEM analysis. A scan-
ning electron microscope (SEM, HITACHI S-4300)
was used to observe the bubble morphology of foam
samples.
As mentioned above, the thin-sheet sample was

placed vertically in the sample holder and was per-
pendicular to the view direction. The ‘‘free-standing’’
sample did not touch any solid surface thus reduc-
ing the possibility of heterogeneous nucleation.
The effects of initial CO2 pressure and tempera-

ture on the foaming process were investigated. Six
foaming conditions, shown in Table I, were studied.
Initial pressure and temperature, average pressure
drop rate and maximum pressure drop rate are
given. The final CO2 pressure was atmospheric for
all cases. These pressure and temperature combina-
tions were chosen to make sure that the sample does
not warp after 24 h of CO2 saturation, foaming is
uniform, and bubble number is small enough for
counting. In addition, cases (1), (2), and (5) were
used to study the temperature effect; cases (1), (3),
and (4) were used to probe the pressure effect. Table
I also features the three literature trials that we
analyzed.
The maximum pressure drop rate in all cases we

studied was less than 6 MPa/s. In contrast, the

TABLE I
Initial Conditions and Pressure Drop Rates for the Six Cases Studied (In All Cases,
the Final Pressure was Atmospheric) and the Three Cases from the Literature to

Obtain Quantitative Bubble Nucleation Rates in the PS-CO2 System

Cases Initial conditions
Solubility
(wt % CO2)

Average pressure
drop rate (MPa/s)

Maximum
pressure drop
rate (MPa/s)

(1) 8.28 MPa, 80�C 6.12 1.00 4.66
(2) 8.28 MPa, 60�C 8.06 0.92 4.32
(3) 6.90 MPa, 80�C 5.17 0.94 4.46
(4) 10.34 MPa, 80�C 7.44 1.17 5.53
(5) 8.28 MPa, 70�C 6.99 0.91 4.06
(6) 10.34 MPa, 60�C 9.66 1.00 5.85
(L1) 21.07 MPa, 180�C 9.30 N/A 20
(L2) 14.83 MPa, 180�C 6.50 N/A 50
(L3) 10.00 MPa, 180�C 4.37 N/A 50
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pressure drop rates reported in the literature52 are
from 6 to 220 MPa/s. Of these, we were able to ana-
lyze data only when the pressure drop rate was 20
MPa/s or higher. These higher pressure drop rates
lead to much higher nucleation rates, which increase
the likelihood that the bubbles will coalesce, making
it difficult to get an accurate bubble count. Our use
of smaller pressure drop rates may explain why we
observed the bubbles much longer after the pressure
drop (longer than 50 s in our cases and less than 1 s
in the literature).

The whole foaming process was recorded and the
movie was analyzed to obtain the bubble number
density growth curve (bubble number density vs.
time) whenever possible. Some issues with the
clarity of the video rendered such analysis impossi-
ble in cases (2) and (4). Specifically, case (2) likely
suffered from sample roughness or transparency
issues that made identification of bubbles impossible
and case (4) experienced dry ice formation due to
the experimental conditions chosen, which com-
pletely blackened the images. These two cases have
therefore been removed from the scaling curve anal-
ysis. After each foaming experiment was finished,
images of the sample were taken by an optical
microscope. In the microscopic images, we found
that there was more than one layer of bubbles. A
thin sample with thickness of 0.6 mm was used, and

yet the sample was still not thin enough to guaran-
tee a single layer of bubbles because the bubble di-
ameter was still much smaller than the thickness of
the sample. When taking the images by a micro-
scope, different depths in the sample were put into
focus to obtain a series of images. These images
were carefully compared to count the total bubble
number. The final bubble density (optical) was cal-
culated based on the total bubble number and sam-
ple dimension.
Figure 1 shows some representative snapshots

from the movie for case (1). Where possible, we
carefully compared the snapshots taken at every sec-
ond to count the bubble numbers and obtained the
curves of bubble number density versus time. These
plots are shown in Figure 2 for each of the four
cases that were analyzed. For case (1), we observe
bubbles starting at around 60 s (where the bubble
number density curve begins) and the other cases
show similar behavior. Though nucleation occurred
at an earlier, unknown time, we expect that rela-
tively few bubbles nucleated before the pressure
drop ended, allowing us to make the simplifying
assumption that nucleation and pressure drop are
decoupled, since the pressure drop finished within
about 20 s, as can be seen in Figure 3. Similar pres-
sure drop profiles were provided to us by Park’s
group for three of their trials. Specifically, these are

Figure 1 Representative snapshots at 62, 76, 80, and 88 s after the start of pressure drop for the PS foaming process
with initial pressure 8.28 MPa and temperature 80�C [case (1)]. [Color figure can be viewed in the online issue, which is
available at wileyonlinelibrary.com.]
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the trials with a maximum pressure drop rate of 20
MPa/s and the two with maximum pressure drop
rates of 50 MPa/s. Since nucleation was observed
before the pressure drop had concluded, the simpli-
fying assumption used for our trials is not valid. It
is therefore necessary to determine the pressure at
select times from the pressure profiles and use those
pressures, rather than the final pressure, when deter-
mining DP.

It should be noted that final bubble number den-
sities determined by analyzing the movies and those
from postexperiment optical microscope analysis can
differ considerably. Table II summarizes the results
based on the microscopic images and movies. In
case (6), there were many layers of bubbles and
these bubbles were close to each other; therefore, it
was impossible to count the total number of bubbles.
The optical bubble number density, 5.80 � 106 bub-
bles/cm3, was calculated assuming the bubbles were
uniformly distributed in all three dimensions. A
lower number density from the movies relative to
the optical value may be due to the presence of mul-
tiple layers of bubbles, which may not be visible in

Figure 2 The bubble number density versus time curves for the PS foaming process for each case for which they could
be constructed. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

Figure 3 Pressure drop profiles during foaming for each
of our cases. [Color figure can be viewed in the online
issue, which is available at wileyonlinelibrary.com.]
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the movies. A relatively higher number density from
the movies compared to the optical observation may
be due to bubble collapse/coalescence in the latter
or the counting of artifacts in the movie stills that
are not bubbles. Since the optical microscope images
are clearer, these values are likely more accurate.
However, since it is necessary to have dynamic data
to obtain nucleation rates, the values from the mov-
ies are used for this purpose, as outlined below.

The bubble nucleation rate, defined as the number
of nuclei formed per unit volume per unit time, can
be obtained by differentiating the curve of bubble
number density versus time with the assumption
that one nucleus grows to one detectable bubble.
Figures 6(b) and 7(b) in the literature52 show the
plots of bubble number density versus time under
different initial pressures and pressure drop rates.
Since the bubble number density has a rough linear
relationship with time on the semi-log plots, a non-
constant nucleation rate is obtained. This is expected
because the supersaturation varies during the course
of the pressure drop. This nonconstant nucleation
rate can also be seen in Figure 2. Here, the variable
rate can be attributed to more complex transient
nucleation behavior or, perhaps, a local change in
CO2 concentration due to the presence of other
nearby bubbles, rather than a global change in pres-
sure. As a rough approximation, the endpoints of
the bubble number density versus time curve are
used to calculate the slope of the curve. This slope is
taken to be the nucleation rate for these trials.

Once the nucleation rate is known, and DP has been
calculated for the experimental conditions, eq. (1) is
only a function of c. Therefore, the value of c can be
determined. Upon finding a suitable value for c1, /
can be determined for an experiment. The EOS can
then be used to find the value of n. With these two
quantities determined for a variety of experiments, an
experimental scaling curve may be constructed.

RESULTS AND DISCUSSION

To facilitate the comparison of theoretical and exper-
imental results, we need to be able to accurately pre-
dict phase diagrams of real systems using an EOS.
S–L EOS parameter values for pure components are
readily available in the literature.69 Upon fitting to
experimental solubility data69,70 at several tempera-
tures, we are able to determine the values for the
binary interaction parameter, kij, of this system. A
linear fitting of the values with respect to tempera-
ture was used for interpolation purposes. As an
example, at 100�C, kij ¼ �0.075 and the resulting
phase diagram is shown in Figure 4, where the solid

TABLE II
Summary of the Initial and Final Conditions, Bubble Number Densities, and Foaming Start Times for all Cases

Case
Initial

conditions
Final pressurea

(MPa)
Final bubble number

density (movies)b (cm�3)
Final bubble number

density (optical) (cm�3) Foaming start timec (s)

(1) 8.28 MPa, 80�C 0.10 4.25 � 105 1.05 � 105 70
(2) 8.28 MPa, 60�C 0.10 N/A 2.29 � 105 120
(3) 6.90 MPa, 80�C 0.10 1.55 � 105 7.98 � 104 95
(4) 10.34 MPa, 80�C 0.10 N/A 3.81 � 105 56
(5) 8.28 MPa, 70�C 0.10 5.80 � 104 1.52 � 105 97
(6) 10.34 MPa, 60�C 0.10 4.46 � 104 5.80 � 106 95
(L1) 21.07 MPa, 180�C 17.21 2.00 � 108 N/A 0.137
(L2) 14.83 MPa, 180�C 11.00 1.80 � 108 N/A 0.065
(L3) 10.00 MPa, 180�C 5.87 7.00 � 108 N/A 0.3

a For cases L1–L3, the final pressure is determined from number density curves and pressure profiles.
b Bubble number density versus time curves could not be constructed for cases 2 and 4.
c For cases 1–6, foaming start time is the time when the first bubbles are observed in the movie stills. For cases L1–L3,

foaming start time is the time at which the bubble number density becomes non-zero.

Figure 4 Binodal (solid curve) and spinodal (broken
curve) curves of PS (Mw ¼ 187,000)-CO2 at 100�C by S–L
EOS (kij ¼ �0.075) (data points are from Sato et al.69).
[Color figure can be viewed in the online issue, which is
available at wileyonlinelibrary.com.]
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line is the binodal and the broken line is the spino-
dal. We are most interested in the region of pressure
lower than 30 MPa, as this is the typical region for
foaming processes.

To verify that the polymer could be modeled as a
liquid, we checked that the glass transition tempera-
ture (Tg) of pure PS and the reduced Tg of the mixture
(due to the presence of CO2) were well below the tem-
peratures used in the experiments.71 The EOS can be
used to determine the normalized degree of supersa-
turation, n, for each of the experiments. The nuclea-
tion rates determined from experiments are used to
find the corresponding values for /.

The bubble number densities (from bubble num-
ber density versus time curves) reported in Table II
can be used to determine the nucleation rate for
each case, using the methods described previously.
These calculations are summarized in Table III. With
known nucleation rate and DP, the value of c can be
found. However, to determine /, it is necessary to
find the value of c1.

The data on the PS-CO2 system are still very lim-
ited. Two sources are available, which provide data
over a range of pressures for temperatures ranging
from 200 to 230�C and for temperatures ranging
from 170 to 210�C, respectively.68,72 Both use the
pendant drop method, which requires the calcula-
tion of the mixture density to find the surface ten-
sion. Comparing results at common values (200�C,
PS685D), one finds that the two sources differ by as
much as 2–3 dyne/cm, resulting in up to 15%
relative error. The two primary reasons for these dis-
crepancies are likely the use of different parameter

values to calculate the density and the inherent
experimental error of this method. Indeed, data at
other conditions by different researchers or different
techniques do not match well either.73 For the litera-
ture nucleation experiments, we chose to extrapolate
the data by Li et al.68 assuming that the interfacial
tension between PS and CO2 does not change very
much with temperature at the elevated final pres-
sures for these trials, as alluded to in the reference.
These data were used because the same type of
PS (Nova) was used in both Li’s article and Ref. 52.
No data for PS-CO2 exists at lower temperatures
and extrapolation of the required magnitude is
not desirable. Since our trials end at atmospheric pres-
sure and since CO2 is not likely to interact greatly
with PS at low pressure, we have chosen to use data
for pure PS in an argon environment at atmospheric
pressure to find c1 for our experiments.74 A small
temperature extrapolation is still necessary. Once the
values for c1 are known for each of the experiments,
it is possible to determine / using eq. (6).
There are a few useful choices for determining the

normalized degree of supersaturation since the ther-
modynamics are independent of path. These can
most easily be compared on a P–x diagram (Fig. 5).
The experimental method described here follows a
vertical pathway to reach the final condition of the
metastable melt phase. That is, the pressure is
dropped while holding temperature and mass frac-
tion of CO2 constant. Approaching the final condition
from a horizontal pathway is an equally valid
approach. While it is difficult to conceive of an experi-
mental setup to achieve this horizontal pathway, it is
quite straightforward to do so from a theoretical per-
spective. A comparison of these methods is shown in

Figure 5 A schematic showing the vertical (dash) and
horizontal (dash dot) methods of calculating the supersa-
turation, n ¼ DP/DPs. DP is the same in each case. The
upper solid curve is the binodal and the lower solid curve
is the spinodal. [Color figure can be viewed in the online
issue, which is available at wileyonlinelibrary.com.]

TABLE III
Summary of Nucleation Rate Calculation Based on
Bubble Number Density versus Time Curves for

Available Cases

Case

Bubble number
density

(movies)a (cm�3)
Pressure

drop timeb (s)
Nucleation

rate (cm�3 s�1)

(1) 3.92 � 105 16 2.45 � 104

(3) 1.46 � 105 24 6.09 � 103

(5) 4.02 � 104 35 1.15 � 103

(6) 3.46 � 104 35 9.89 � 102

(L1) 2.00 � 108 0.188 1.06 � 109

(L2) 1.80 � 108 0.105 1.71 � 109

(L3) 7.00 � 108 0.5 1.40 � 107

a Bubble number densities for cases 1–6 are adjusted
values. They are the difference between the final and ini-
tial bubble number density values on the bubble number
density versus time curve.

b For cases 1–6, pressure drop time is the change in time
from the first point to the last point on the bubble number
density versus time curve. For cases L1–L3, the pressure
drop time is the time at which the bubble number density
curve ends. This discrepancy is due to the fact that in
cases L1–L3, pressure drop and nucleation are not
decoupled.
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Figure 5. The upper and lower solid lines demonstrate
an example binodal and spinodal, respectively. The
vertical approach is indicated by the dashed lines,
while the horizontal pathway is marked by the dash
dot lines. DP is the same in both cases.

The vertical approach begins at the binodal for a
certain mass fraction of CO2. This is point A. The
final pressure (Pa), determined as described in the

Experimental Methods section, is marked by
point B. The pressure at point C is the pressure of
the hypothetical vapor phase having the same chem-
ical potential of CO2 as that of CO2 in the metastable
melt phase. This pressure corresponds to Pb and,
together with Pa, defines DP. It should be noted that
the location of point C is merely intended to show
the magnitude of DP and not to imply that the hypo-
thetical vapor phase has a mass fraction of CO2

equal to that of CO2 in the metastable melt. Indeed,
the hypothetical vapor phase is pure CO2. Point D
indicates the spinodal point corresponding to the
experimental pressure drop, which has the same
mass fraction as points A and B. Similar to point C,
point E indicates the pressure of the hypothetical
vapor phase for the calculation of DP at the spino-
dal. It is merely intended to show the magnitude of
DPs. In the low CO2 mass fraction region, point D
(and sometimes point E) is found to have a negative
pressure. While this is, from a theoretical standpoint,
not a significant issue, it is, nonetheless, a bit awk-
ward to consider conceptually.
The horizontal pathway, on the other hand,

begins from the binodal point indicated by point
A0. This point has the same pressure as the final
point (still point B), but a different mass fraction.
Since the final point is still located at B, the

Figure 6 Relationship between W/Wcl and DP/DPs,
including three data points based on Guo’s results52 (first
three points) and calculation based on our experimental
results [cases (1), (3), (5), and (6)]. [Color figure can be
viewed in the online issue, which is available at
wileyonlinelibrary.com.]

Figure 7 Summary of the initial slope calculation with different mass fractions of CO2 and also polymers with different
molecular weights. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
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definition of DP does not change, so Pb is still the
pressure at C. However, the spinodal point that
corresponds to this approach is indicated by point
D0. This point is located horizontally from A0 and
B, so that it is at the same pressure, but at a differ-
ent mass fraction. Determination of DP at this spi-
nodal point locates the pressure of the hypothetical
vapor phase which corresponds to the pressure at
point E0. The difference between this pressure and
that of the point D0 (which is still Pa) defines DPsh.
This value is different from the one computed from
the vertical pathway.

The value of n will change depending on which
pathway is followed and the corresponding scaling
curve will also change. However, the scaling
approach is still valid in either case, but the initial
slope used in the scaling function will change to
accommodate the data. The horizontal pathway is
utilized for calculations in this study, as it avoids
the use of negative pressures and makes the trend of
the experimental results easier to see.

Upon calculation of the normalized degree of
supersaturation, n, an experimental scaling curve
may be constructed. This curve is shown in Figure 6.
In general, the four data points from our experi-
ments are in a narrow interval of n because the mag-
nitude of the pressure drops we used were still very
large. Pressure drops that result in n < 0.2 are diffi-
cult to achieve experimentally, but clearly are desira-
ble in evaluating the accuracy of the DIT prediction
of the scaling function.

As can be seen, while the curve is monotonically
decreasing, the concavity is inverted from what was
observed in many scaling studies previously (such
as Fig. 2 of Ref. 37). This indicates that the concavity,
and hence the initial slope, depends on molecular
weight. As Figure 7 demonstrates, the initial slope of
the scaling curve, as determined from DIT, decreases
with decreasing molecular weight. If the slope were
less than 1, the concave down behavior demon-
strated in Ref. 37 would be observed. Our result is
consistent with the result shown by Muller et al.75

(in Fig. 6), which shows a concave-up scaling curve
for a hexadecane-CO2 system.

Many of the quadratic functional forms seen pre-
viously46,76 cannot represent a concave-up scaling
curve. One quadratic form that directly includes the
initial slope45 can capture concave-up behavior, but
not with the large negative slopes that we expect to
see based on the experiments. We have thus chosen
a functional form:

W

Wcl
¼ 1� n

1� ð1þ cÞn (28)

where the parameter c corresponds to the initial
slope determined from DIT. Using eq. (25) and fol-

lowing the calculation procedure described previ-
ously, the initial slope may be determined for the
PS-CO2 system. In order for this procedure to be
valid, the final pressure must be sufficiently close to
the initial pressure so that the slope found is that
near saturation. However, if the pressure drop, and
thus DP, is too small, numerical issues in the calcula-
tion may arise. To that end, we have chosen to set
the value of the final pressure at 90% of the binodal
pressure for a given mass fraction of CO2. We set
the temperature at 60�C and calculated the initial
slope for a series of mass fractions. This is how
Figure 7 was constructed.
The results for the PS with the molecular weight

from experiment are indicated by the solid black
line. Since no particular condition is more valid than
another, we have chosen the value that most closely
agrees with the experimental results. This indicates
an initial slope of c ¼ �83, which corresponds to a
mass fraction of 0.01. This slope is much greater
than what is observed in the literature.75 The much
higher molecular weight of our PS over the hexade-
cane used in that study likely explains the differ-
ence. Figure 8 shows the experimental results with
the scaling function superimposed.
As we discussed earlier, the initial slope predicted

by DIT depends upon the molecular weight of the
polymer. Experimental examination of other poly-
mer–gas systems could provide more insight into the
effect of molecular weight on the DIT prediction, as
well as further exploring the applicability and robust-
ness of the scaling function that we have used.

CONCLUSIONS

Nucleation is a very complex phenomenon in physical
foam processing and experimental and theoretical
studies cannot provide all of the information necessary
for a clear picture. The scaling approach described

Figure 8 The experimental scaling data, with the scaling
function based on DIT results (c ¼ �83) superimposed.
[Color figure can be viewed in the online issue, which is
available at wileyonlinelibrary.com.]
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here provides a way to access experimentally inacces-
sible quantities (such as the reversible work to form a
critical nucleus, W) using phase diagrams. By using
DIT to determine the initial slope of the scaling curve,
one can determine the scaling function accurately if a
suitable one-parameter equation, such as eq. (28), is
assumedwithout resorting to curve fitting.

The novel free-standing sample setup mitigated
heterogeneous nucleation and provided quantitative
data for homogenous nucleation rate.

The use of the Sanchez–Lacombe EOS worked very
well for bulk phase diagram calculations, but pre-
sented difficulties when entropy calculations were
required for DIT. The use of a more accurate equation
of state would likely make the results more quantita-
tively accurate. Nonetheless, the current predicted
scaling function agrees with current experimental
results and qualitatively agrees with the findings of
other researchers. The power of this scaling approach
is evident in the fact that, in principle, it is possible to
predict nucleation behavior using only bulk thermo-
dynamic quantities, which are experimentally accessi-
ble. While the examination of additional systems and
further verification of results are needed, this scaling
approach shows great promise.

The authors thank Dr. Chul Park and his group for their
information and insights regarding their nucleation experi-
ments. In particular, the pressure drop profiles that they
provided us for several of their experiments proved invalu-
able in our analysis.

APPENDIX A: INTERMEDIATE STEPS IN DIT
DERIVATION

Derivation of eq. (10)

Rearranging eq. (9),

ulN � TslN þ Pl

ql
¼

X
i

lix
l
i (A1)

Subtracting eq. (9) from eq. (8):
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Using eqs. (A1) and (9):
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Derivation of eq. (13)

Applying eq. (A4) to a homogeneous vapor phase
with the same temperature and chemical potential as
the liquid phase:

Dvv ¼ qv uvN � ulN �
X
i

li x
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qv
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Applying eq. (A1) to the last three terms and the
first three terms (substituting v for l):

Dvv ¼ qv TsvN � Pv � Pl

 �

vv � TslN
� �

(A7)

from which we obtain eq. (13), where:

DsvN :¼ svN � slN (A8)

Derivation of eq. (15)

Beginning from eq. (14):

W ¼ 4p
Z þ1

0

x r
*

� �
� xv � xl � xv


 �h i
r2dr (A9)

Substituting in eq. (13), we obtain:

W ¼ 4p
Z þ1

0

x r
*

� �
� xv þ DPl

h i
r2dr (A10)

Now apply eq. (A3):

W ¼ 4p
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W ¼ 4p
3
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R!1

Dvl R3 � R3
v

� �
� TDsl R3 � R3

s


 �þ DPlR3
h i
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Rearranging eq. (13), it can be shown that
Dvl � TDsl þ DPl ¼ 0 and thus:

W ¼ � 4p
3

DvlR3
v � TDslR3

s

h i
(A13)

Now, let dG ¼ Rs � Rv and substitute in for Rv to
obtain eq. (15).

Derivation of eq. (16)

Assuming that Rs does not depend on dG, maximize
eq. (15) with respect to Rs:

oW
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¼ �4p Dvl Rs � dGð Þ2�TDslR2
s

h i
¼ �4p DvlR2
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s

� �

Applying eq. (13) to the first and last terms:
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Letting

f :¼ �Dvl

DPl
¼ 1� TDsl

DPl
; (A15)

oW
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¼ 4pDPl R2
s þ 2fRsdG � fd2G
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¼ 4pDPl R2

s þ 2fRsdG � fd2G � f2d2G þ f2d2G
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oW
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¼ 4pDP Rs � dGfð Þ2þd2Gf 1� fð Þ
h i

ðA16Þ

Case 1: Dvl < 0

Since DPl < 0 for bubble nucleation,

f ¼ �Dvl

DPl
< 0:

So, from eq. (A16), the local maximum of W,
denoted as W*, is:

R�
s ¼ dGfþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2Gf f� 1ð Þ

q
¼ dGfþ dGfj j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1=f

q (A17)

Since f < 0, this becomes:

R�
s ¼ dGf� f dGj jq ¼ f dG � dGj jqð Þ; (A18)

where

q :¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1=f

q
> 1 (A19)

Since q > 1, the condition that R�
s > 0 does not

determine the sign of dG. If we let dG > 0, then eq.
(A18) becomes:

R�
s ¼ f dG � dGqð Þ
¼ fdG 1� qð Þ > 0

(A20)

If we instead let dG < 0, we obtain:

R�
s ¼ fdG 1þ qð Þ > 0: (A21)

Either way, R�
s > 0, as required. However, we

know that dG0 > 0 for the flat interface and that dG
> 0 for liquid droplets.44,45 This means that the
dividing surface associated with Dv penetrates the
liquid deeper than the dividing surface associated
with Ds. We expect that the same will hold true for
sufficiently large bubbles. Since the liquid and vapor
phases have been reversed (i.e., bubble instead of
liquid droplet), this means that Rv > Rs > 0, so in
the low supersaturation limit:

dG ¼ Rs � Rv < 0: (A22)
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If we assume that dG changes continuously with
supersaturation, then dG > 0 would be mathemati-
cally possible provided that dG ¼ 0 at some supersa-
turation. R�

s would then be zero and thus W* would
be zero at that supersaturation also. However, that
can only be true at the spinodal, which invalidates
the possibility of having non-zero W* for dG > 0.
Thus, we demand that eq. (A22) hold for all
bubbles. It should be noted that this argument
depends upon the assumption that dG is independ-
ent of Rs, which is to say that it only applies to suffi-
ciently large bubbles. Once eq. (A22) is established,
it can be applied to eq. (15) to continue the deriva-
tion of DIT for a binary system undergoing bubble
nucleation.

Case 2: Dvl > 0

Since DPl < 0 for bubble nucleation,

f ¼ �Dvl

DPl
> 0:

So, from eq. (A16), the local maximum of W,
denoted as W*, is:

R�
s ¼ dGfþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2Gf f� 1ð Þ

q
¼ dGfþ dGfj j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1=f

q (A23)

Since f > 0, this becomes:

R�
s ¼ dGfþ dGj jf

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1=f

q
¼ f dG þ dGj jqð Þ; (A24)

where

q :¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1=f

q
< 1 (A25)

Since q < 1, we expect that dG > 0 should hold. In
that case,

R�
s ¼ f dG þ dGqð Þ

¼ fdG 1þ qð Þ > 0;
(A26)

as we expect. For the sake of completeness, if we let
dG < 0, we get:

R�
s ¼ f dG � dGqð Þ

¼ fdG 1� qð Þ < 0
: (A27)

This possibility fails the requirement that R�
s > 0,

as expected. So for this case, we demand that dG >
0. However, as case 1 demonstrated, dG < 0 must
hold for sufficiently large bubbles and allowing both

conditions requires an unphysical transition where
dG ¼ 0 (and thus W* ¼ 0) at a supersaturation other
than the spinodal. Therefore, the DIT framework
breaks down if Dvl > 0 for bubble nucleation and
case 1 must be followed for further derivation to be
possible.

Derivation of eq. (21)

W� ¼ 4p
3

Dvl dGf 1þ qð Þ � dG½ �3�TDsl dGf 1þ qð Þ½ �3
n o

¼ 4p
3
d3G Dvl f 1þ qð Þ � 1½ �3�TDsl f 1þ qð Þ½ �3

n o
(A28)

Dividing through by �DPl and applying eq. (A17):

W� ¼ � 4p
3
d3GDP

l f f 1þ qð Þ � 1½ �3þ 1� fð Þ f 1þ qð Þ½ �3
n o

(A29)

Now consider the term in the curly brackets:

. . .f g ¼ f f 1þ qð Þ � 1½ � f 1þ qð Þ � 1½ � f 1þ qð Þ � 1½ �
þ 1� fð Þ f 1þ qð Þ½ �3

¼ f f 1þ qð Þ½ �3�3 f 1þ qð Þ½ �2þ3 f 1þ qð Þ½ � � 1
h i

þ f 1þ qð Þ½ �3�f f 1þ qð Þ½ �3

¼ �3f f 1þ qð Þ½ �2þ3f f 1þ qð Þ½ � � fþ f 1þ qð Þ½ �3

¼ f3 1þ qð Þ2 1þ qð Þ � 3½ � þ 3f2 1þ qð Þ � f

¼ f3 1þ qð Þ2 q� 2ð Þ þ 3f2 1þ qð Þ � f

¼ f3 1þ 2qþ q2

 �

q� 2ð Þ þ 3f2 1þ qð Þ � f

¼ f3 1þ 2qþ 1� 1=f

� �
q� 2ð Þ þ 3f2 1þ qð Þ � f

¼ 2f3 1þ qð Þ q� 2ð Þ � f2 q� 2ð Þ þ 3f2 1þ qð Þ � f

¼ 2f3 q� 2þ q2 � 2q

 �þ f2 3 1þ qð Þ � q� 2ð Þ½ � � f

¼ 2f3 1� 1=f� q� 2
� �

þ f2 3 1þ qð Þ � q� 2ð Þ½ � � f

¼ �2f3 1þ qð Þ � 2f2 þ f2 2qþ 5ð Þ � f

¼ �2f3 1þ qð Þ þ f2 2qþ 3ð Þ � f

¼ �f 2f2 1þ qð Þ � f 2qþ 3ð Þ þ 1½ �
. . .f g ¼ �f 2 1þ qð Þf� 1½ � f� 1ð Þ

Substituting back into eq.(A29):

W� ¼ � 4p
3
d3GDP

l �f 2 1þ qð Þf� 1½ � f� 1ð Þf g (A30)

W� ¼ � 4p
3
d3GDP

lwG (A31)

where

wG :¼ f f� 1ð Þ 2 1þ qð Þf� 1½ � (A32)
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APPENDIX B: DERIVATION OF
INITIAL SLOPE EQUATION FROM DIT

Recall eq. (24):

/ ¼ 1

4

DPl

L0

� �3

wG (B1)

where

wG ¼ f f� 1ð Þ 2 1þ qð Þf� 1½ � and q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1=f

q
(B2)

Let x ¼ DPl ¼ Pl � Pv < 0 and y ¼ �TDsl > 0.
So now

f ¼ 1þ y

x
< 0 and xf ¼ xþ y > 0 (B3)

Further,

fq ¼ f
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1=f

q
¼ � fj j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1=f

q
¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f2 1� 1=f

� �r

¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f f� 1ð Þ

p
¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ y

x

� � y

x

� �r
ðB4Þ

The portion of eq. (B1) that is a function of x is
merely DPlwG. Replacing wG with eq. (B2) and sub-
stituting in eqs. (B3) and (B4):

ðDPlÞ3wG ¼ x3wG ¼ x3
�

1þ y

x

� � y

x

� ��
2 1þ y

x

� �

� 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ y

x

� � y

x

� �r
� 1

��

x3wG ¼ xþ yð Þy 2 xþ yð Þ þ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xþ yð Þy

q
� x

� �
(B5)

Continuing to manipulate eq. (B5), it can be
shown that:

x3wG ¼ xþ yð Þ2yþ xþ yð Þy2 þ 2 xþ yð Þy½ �
3=
2
: (B6)

Now take the derivative of eq. (B6) with respect to x
(noting that y is a function of x):

o x3wG


 �
ox

� �
x¼0

¼ 2 1þ y0ð Þy2 þ y0y2 þ 1þ y0ð Þy2

þ 2y0y2 þ 3y 1þ y0ð Þyþ y0y½ �
¼ 6y2 1þ 2y0ð Þ

Switching variables back from x and y:

o DPl

 �3

wG

h i
oDP

0
@

1
A

DP0¼0

¼ 6 �TDsl0

 �2

1þ 2
o �TDsl

 �
oDPl

" #

(B7)

Since �TDsl0 ¼ L0 (see Ref. 45),

o DPl

 �3

wG

h i
oDPl

0
@

1
A

DP0¼0

¼ 6 L0ð Þ2 1� 2
o TDsl

 �
oDPl

" #

Therefore, the derivative of eq. (B1) is:

o/
oDPl

¼ 1

4 L0ð Þ3
o DPl

 �3

wG

h i
oDPl

¼ 3

2L0
1� 2

o TDsl

 �
oDPl

" #
:

(B8)
Since n ¼ DP=DPs

¼ DPl�
DPl

s

) o/
on

� �
n¼0

¼ 3DPl
s

2L0
1� 2

o TDsl

 �
oDPl

" #
: (B9)
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